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ABSTRACT. Scientific and technical literature contains images, lables, formaulae, eudie
files and videos besides the common text imformation, which will help the users to fully
understand the knowledge presented in the literature, so we can take the resource of sci-
entific and technical literature as a kind of madti-modal information. In this paper, we
use the multi-modal information to analyze the different semantic modality fealures in
the scientific and technical literature. To be specific, we choose scientific and technical
titerature in PDF format, and recognize tables, formulae and four kinds of images - the
fow chart, bar charl, curve chard end interface diggram frome the literature, then analyze
the multi-modal information in semantic level, and find the relotions between different
modality features, in order to optimize the semantic representation of the scientific and
technicol literature.

Keywords: Multi-modal information, Scientific and techuical literature, Semantic rep-
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1. Introduction. The modern science and technology is developing swiftly, leading to
the rapid expanding of new knowledge and information in the scientific and technical
literature and diversification of knowledge expression forms; users can acquire knowledge
more directly and easily. The resource of scientific and technical literature is a kind of
multi-modal data; it. contains various modalities of information, such as images, tables,
formulae, audio files and videos. The multi-modal information could complement the text,
which is the main information in the literature, and help the users to fully understand
the knowledge in the scientific and technical literature. This research utilizes multi-modal
semantic information features and the complementarity between them to make semantic
representation of images, tables and formulae in scientific and technical literature, and
finds the semantic correlation of different modality fcatures, in order to optimize the
semantic representation of the scientific and technical literature.

2. Concept and Research Status of Multi-modal.

9.1. Basic concept of multi-modal. “Multi-modal” is used in contrast to “nnimodal”
or “single-modality”. At present, there is no specific and generalized definition of “multi-
modal”, and the rescarch of multi-modal is generally focused on solving a certain problem
with at least two modalities of information. The earliest research about multi-modal is the
multi-modal pattern discrimination test in 1968 [1]; after that, the concept of “bimodal
signals” is proposed based on the concept of “ynimodal signals™ in the literature of the
function research of signal detection in 1970, and named “multimodal signal dctection”
[2]. During the same period, the concept of multi-modal is used in the research fields
of medical multi-modal therapeutic methods, multi-modal learning in biological system
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and so on. In the late 1990s, the research of multi-modal is increased and the application
fields are broader than before.

“Multi-modal” is & new research field, with multi-modal methods we can solve certain
problems with different modalities of information, so it should not be limited to one par-
ticular ficld. Research about multi-modal hoth domestic and overscas involves different
fields, such as multi-modal image automatic indexing and retricval, multi-modal medical
image registration and fusion, multi-modal identity recognition, multi-modal video clas-
sification and retrieval, multi-modal human-computer interaction system, multi-modal
distourse analysis, robot target recognition and multi-modal emotion recognition.

2.2. Research status of image semantic representation. There are lots of images
in scientific and technical literature, so the extraction and expression of image semantic
features are important in the rescarch work. Research about image semantic features
both domestic and overseas involves automatic image annotation and image retrieval.

2.2.1. Automatic image annotation. Making the computer label the image with keywords
and bridging the gap between low-level visual features and high-level semantic features
of image are the main purpose of automatic image annotation. There are four kinds of
existing methods, classification-based method, machine translation method, probabilistic
model method and method based on Internet dataset.

2.2.2. Image retrieval. TBIR (Text-Based Image Retrieval) was used for image retrieval
in the early days since 1970s, at which time people tagged the images manually because
the amount of images is relatively small. However, TBIR cannot fulfill the requirements in
large-scale image database with the development of digital photography and the Internet,
it was time-consuming and the tagging results were not accurate because different peo-
ple have different understanding with a certain image. So CBIR (Content-Based Image
Retrieval) was proposed in early 1990s to solve this problem.

In February 1992, the US National Science Foundation (NSF) organized a work shop
to “identify major rescarch areas that should be addressed by rescarchers for visual in-
formation management systems that would be useful in scientific, industrial, medical,
environmental, educational, entertainment, and other applications” [3]. In CBIR task,
user poses a query image and the systemn returns a sct of relevant images which have the
similar visual features with that extracted from the image the user posed.

People do not use the similarity of low-level visual features of images to judge whether
two images are similar or not; they use high-level and perceptive similarity instead of
that. Concept of image is established based on the objects and behaviors described in the
image and emotions conveyed in the image, which combines lots of experience from daily
life. So SBIR (Scimautic-Based Image Retrieval) was proposed based on CBIR, which
contains human nnderstanding of image and is more reasonable, but it is in the start
stage because the computer vision technology and image understanding technology are
not well developed.

There are some multi-modal image retrieval systems available, such as QBIC, Virage,
RetrievalWare, Photobook and VisualSEEK.

2.3. Research status of table semantic representation. Table recognition is an
important application field of OCR. {Optical Character Recognition); the initial table
recognition technology was image-based because scanned image is composed of pixels [4].
Rescarch in this field includes image preprocessing, table recognition and table confents
extraction, and plenty of attention was paid on discussing and iinprovement of the system
and key technologies,



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.3, NO.4, 2012 903

2.4. Research status of formula semantic analysis and representation. Dr. An-
derson addressed the problem of formula recognition for the first time in 1968 [5], and the
rescarch was not rapidly developed until 1990s.

Mathematical formula is widely used in the Internet, and people need to obtain relative
information by searching the formula. Mathematical formula searching is difficult because
the formulae have special structure, and we cannot process them with standard natural
language processing methods. There are two categories of methods existing: onc is parsing
and translating the mathematical expressions into a set of natural language keywords and
using normal information search methods; the other is structure-based [6], the XML
structures of formula are directly indexed and compared with the XML structures of the
queries. Muhammad [7], Michael [8], both have developed scarch engines for mathematical
expression. Muhammad preprocessed the formula both entered by users and saved in the
database to discover important patterns of the formula and assigned meaning to them,
the final document, vector could be constructed by counting their respective number of
oceurrences. Michael indexed the formula with substitution tree indexing and searched
the formula via their structure and meaning.

3. Semantic Analysis Content and Scheme.
3.1. Semantic analysis content.

3.1.1. Theoretical and method research of multi-modal semantic analysis. Analyze the
main flelds, progress and development direction of multi-modal research both domestic
and overseas, emphasize the integration of multi-subjects.

3.1.2. Inherent rule and semantic correlation of multi-moedal features. Discuss the rela-
tionship between multi-modal and semantics, find the semantic corrclation between fea-
tures of different modalities, and construct a structured semantic description system which
focuses on the entitics, relationships and events in scientific and technical literature, in
order to generate semantic representation of the literature content.

3.1.3. Single mode information analysis and feature extraction. Develop integrate meth-
ods to analyze and extract semantic multi-modal information, and generate effective anal-
ysis and extraction of image, table, formula and text in scientific and technology literature.

3.1.4. Multi-modal semantic feature extraction and erpression. Find the statistical rela-
tionship between different multi-modal semantic features, then construct co-cecurrence
matrix of multi-modal features to generate isomorphic subspaces with different data types
and reflect the relevance, and finally generate the expression of relationship between so-
mantic features of different modalities.

3.1.5. Multi-modal fusion and expression model construction based on coniexrt. Develop a
algorithm which is suitable for fusion and collaborative analysis of multi-medal informa-
tion, generate the fusion of multi-modal semantic features and develop theories and the
methods to extract featurces of multi-modal information.

3.2. Semantic analysis scheme. In the research we will use various theories and meth-
ods, especially the natural language processing methods. With the technology and system
of ontology construction based in semi-structured text, we will propose fusion and expres-
sion methods of multi-modal semantic features based in context, develop technologies to
analyze the texts, images, tables and formulae in scientific and technical literature and
extract their features. We will find the inherent rules and complementary of multi-modal
features, and construct a structured semantic description system which focuses on the
entities, relationships and events in scientific and technical literature, in order to provide
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theoretical and technical support for content understanding and knowledge service. Qur
research scheme and technology route are as follows:
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FIGURE 1. Semantic analysis scheme and technology route

4. Recognition and Semantic Analysis of Multi-modal Features in Scientific
and Technical Literature. Scientific and technical literature has different formats and
should be processed with different methods. With PDF files people can browse and
exchange electronic documents freely and easily, and do not have to worry about the
recognition problem in electronic documents sharing. PDF format has become the open
standard of global electronic documents distribution and most scientific and technical
literature is saved in this format. Therefore, the research object in this paper is sclentific
and technical lterature in PDF format,

4.1. Image recognition and semantic analysis. Visual features include color feature,
texture featurce and shape feature.

4.1.1. Color feature of image. Color is an important visual feature of imnage and is widely
used in image processing. Contrast with geometric features, color feature has better
stability and color constancy, and it is less sensitive in size and direction. So color is
an effective and the simplest feature to describe an image. Color histogram is the main
method to describe color features.

Color histogram is a presentation method of whole image, it reflects the composition
and distribution of color, the displayed colors and the probability of a certain color in an
image. Color histogram is described as follows:

For image I, the image size is m x n, if N(C) represents the numbers of pixels in color
(’, the color histogram of the image could be defined as:

N(C)
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In this formula, L represents numbers of colors, P(C) represents the occurrence fre-
quency of color C.

4.1.2. Texture feature of image. Texture is an internal feature related with surface mate-
rials of objects in an image, which contains important information about surface conposi-
tion and surrounding environment. The change and distribution of texture has repeatabil-
ity, uniformity and directionality. Structural analysis method, spectrum analysis method
and statistical analysis method are three traditional description methods of texture.

4.1.3. Shape feature of image. Shape is an important feature to describe the outline and
physical structure of objects, which can be used to intuitional distinguish objects and
has higher semantics than color feature and texture feature. In two-dimensional images,
shape is identified as a region surrounded by closed outline curve. There are two kinds of
methods for shape presentation, one is boundary-based method, and the other is region-
based method.

4.2. Table recognition and semantic analysis. Most scicntific and technical litera-
ture is presented in PDF format. There are two categories of methods to recognize tables
in PDF files and extract the contents, one category of methods converts the files into
other formats (like XML, txt and image) and recognizes tables in converted files; and the
other category of methods recognizes the tales in original PDF files.

Yildiz, Kaiser and Miksch {9] have developed heuristic-buased approaches to recoguize
and decomposc tables in PDF files, and they utilized the absolute coordinates of text
clements in PDF files to extract table information. Lin, Mitra and Giles [10] proposed
a preprocessing method to improve the table boundary detection performance by consid-
cring the sparse-line property of table rows, and they identified that majority lines that
belong to the table areas are sparse in terms of the text density. There are also methods
to convert the PDF files into images and recognize tables by analyzing the layout of the
images [11,12]. Image-based table recognition technology is relatively mature, but it also
has limitations; for example, it cannot recognize the text information.

Since different writers may arrange their papers in different ways, tables in scientific
and technical literature may exist in image format, or text format. Image-based table
recognition technology can be used to analyze the image format tables, specifically, the
table image should be preprocessed firstly, extract and merge the table lines after the
preprocessing, finally extract the characters and recognize the characters with OCR tech-
nology. For tables in text format, graphic elements cannot be used to carry out the
analysis, we could rasterize the table region in PDF files, and range the unstructured text
information, in order to recognize the table content.

4.3. Formula recognition and semantic analysis. Recognizing formula in PDF files
received more attention in the recent years. Files in PDF format are special and hard
to process, by the influence of image based formula recognition, some researchers convert
the PDF files into images and use the methods in image based formula recognition [13].
Because converting the file format would cost the loss of original information, some re-
searchers proposed methods to analyze PDF files, and they believed the characters and
layout features obtained with PDF files analysis are richer and more accurate than those
got from OCR technology. Josef and Sexton [14] proposed an approach to extract per-
fect knowledge of the characters used in formula directly from the document, and they
analyzed the extracted information into an abstract syntax tree, processed the tree to
generate the LaTex output. They improved their approach by exploiting additional font
and spacing information available from a PDF file, and the extracted information could
be post-processed to prodnce markup that can be re-inserted into the PDF files [15,16].
Formulae in scientific and technical literature have standard form and could be recog-
nized according to their space features, like row height and line space. In general, lines
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with formula in the literature have following space features: the formula line is higher
thau text lines; the space between formula lines is wider than that between text lines;
the formula line i center horizontally; there is formula number at the end of the formula
line. Rules according to these space features can be made and formulae can be recognized
according to the rules, the characters and symbols in the formulae can be recognized with
OCR technology.

5. Research Progress. The multi-modal information should be recognized first in order
to analyze their semantic features. There are two kinds of images in PDF files, one is
XObject, which cxisted beside the content stream and has its own name; the other is
inline image, the image attributc and data are embedded in content stream, this kind of
image can present limited images. By processing the PDF files, this paper extracts the
images in the files, as shown in the following figures. Figure 2 is a page in PDF files, and
Figure 3 is the extracted images after the processing.
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Images in scientific and technical literature are mostly grey and cannot be distinguished
with color featurcs. Texture features are used to analyze objects with fine texture, such
as wood grain, sand and lawn, or objects composed of inerratic elements, such as pattern
of cloth and brick. So textures features are not suitable for image analysis in scientific
and technical literature either. Thercfore, images in scientific and technical literature can
be analyzed according to their shape features.

There are various kinds of images in scientific and technical literature, such as bar
chart, curve chart, pie chart, flow chart, model diagram and system interface diagram.
Each kind of image has its own structure; we can analyze the structure to obtain semantic
represcntation of the image. In this paper, we choose bar chart, flow chart, curve chart
and interface diagram as the semantic analysis objects.

6. Conclusions. This rescarch recognizes tables, formulae and four kinds of images from
the scientific and technical literature in PDF format, and uscs the multi-modal informa-
tion to analyze the different semantic modality featurcs [17,18], in order to optimize the
semantic representation of the scientific and technical literature.

Based in the current work, we will recognize four kinds of images, the flow chart, bar
chart, curve chart and interface diagram according to the shape features, and carry ouf
the scmantic representation; recognize the tables and formulae according to the space
featurcs, analyze them in the semantic level; take advantage of text semantic analysis
technology, find the semantic relation between information of different modalities, finally
construct multi-modal semantic features representation system in scientific and technical
literature to improve the semantic analysis and understanding of scientific and technical
literature.
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