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Abstract

We develop a Ranking framework upon Recursive Neural
Networks (R2N2) to rank sentences for multi-document sum-
marization. It formulates the sentence ranking task as a hi-
erarchical regression process, which simultaneously mea-
sures the salience of a sentence and its constituents (e.g.,
phrases) in the parsing tree. This enables us to draw on
word-level to sentence-level supervisions derived from refer-
ence summaries. In addition, recursive neural networks are
used to automatically learn ranking features over the tree,
with hand-crafted feature vectors of words as inputs. Hier-
archical regressions are then conducted with learned features
concatenating raw features. Ranking scores of sentences and
words are utilized to effectively select informative and non-
redundant sentences to generate summaries. Experiments on
the DUC 2001, 2002 and 2004 multi-document summariza-
tion datasets show that R2N2 outperforms state-of-the-art ex-
tractive summarization approaches.

Introduction
Extractive summarization (Over and Yen 2004) aims to gen-
erate a short text summary for a document or a set of
documents through selecting salient sentences in the doc-
ument(s). Generally, there are two major components in ex-
tractive summarization systems, namely sentence ranking
and sentence selection. The former gives an informative
score to every sentence to measure its importance while
the latter, built on both the salience scores and redundancy
among sentences, chooses sentences to generate a summary.

Sentence ranking has been extensively investigated in ex-
tractive summarization. Different granularities of text (e.g.,
sentences or n-grams) are scored in the task. Some meth-
ods (Ouyang, Li, and Li 2007; Li et al. 2007) directly mea-
sure the salience of sentences while others (Gillick and
Favre 2009; Li, Qian, and Liu 2013) firstly rank words (or
bi-grams) and then combine these scores to rank sentences.
Both words and sentences hold supervisions derived from
reference summaries. However, it is not well-studied how
to take full advantage of them, although more supervisions
are expected to build a better model. In addition, regardless
of sentence ranking models (Osborne 2002; Galley 2006;
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Conroy et al. 2004; Li et al. 2007), feature engineering is a
necessary but labor-intensive task. It is thus desirable to let
the model itself discover explanatory factors from data.

To this end, we develop a ranking framework upon re-
cursive neural networks (R2N2) to rank sentences for multi-
document summarization. It concerns the sentence ranking
task as a hierarchical regression process, which evaluates
the salience of all the non-terminal nodes in the parsing
tree. This process is modeled by recursive neural networks
(RNN). The learning ability of RNN has been proved in
many NLP tasks, such as syntactical parsing (Socher, Man-
ning, and Ng 2010), sentiment analysis (Socher et al. 2013)
and discourse parsing (Li, Li, and Hovy 2014). With the
guide of supervisions from the word level to the sentence
level, RNN is able to learn ranking features automatically.

An example of this ranking framework is shown in Figure
1. In this parsing tree, recursive neural networks measure the
importance of all these non-terminal nodes. Word-level and
sentence-level ranking scores are obtained at pre-terminal
and root nodes respectively. To be specific, R2N2 uses hand-
crafted word features as inputs. In the forward propagation
step, it recursively computes the representation of a parent
node with the combination of its pair of children. Then re-
gression is processed at all the non-terminal nodes, based on
the learned features concatenating these hand-crafted ones.
In the backward propagation step, weights of the model are
updated with the guide of given supervisions over the tree.
It is noted the scored parsing tree is similar to the sentiment
classification treebank (Socher et al. 2013), where a senti-
ment label is attached to every non-terminal node. Neverthe-
less, (Socher et al. 2013) aims to extract the global semantic
representation of each node whereas R2N2 tries to learn bet-
ter local ranking features. We conduct extensive experiments
on the DUC 2001, 2002 and 2004 multi-document summa-
rization datasets. The experimental results demonstrate that
R2N2 outperforms state-of-the-art extractive summarization
approaches.

R2N2 makes three contributions to multi-document sum-
marization:

• It transforms sentence ranking into a hierarchical regres-
sion task. Therefore more supervision knowledge can be
taken into account;

• It is capable of automatically learning additional ranking
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Figure 1: An example of R2N2 for the sentence “Six peo-
ple died in southern Mexico and seven in Costa Rica”. Leaf
nodes in the gray rectangles stand for input words and the
shade depth of a non-terminal node indicates its salience ac-
cording to reference summaries. Circle means a nice regres-
sion result while Triangle means not.

features for a sentence as well as the constituents over the
parsing tree;

• It provides consistent ranking scores from words to sen-
tences, which makes more accurate sentence selection
method possible (see Sentence Selection Section).

Related Work
Work on extractive generic summarization spans a large
range of approaches. Starting with unsupervised methods,
one of the widely known approaches is Maximum Marginal
Relevance (MMR) (Carbonell and Goldstein 1998). It uses a
greedy approach to select sentences and considers the trade-
off between relevance and redundancy. Good results can
be achieved by reformulating this as an integer linear pro-
gramming (ILP) problem which can find the optimal solu-
tion (McDonald 2007). Alternatively, concepts, usually rep-
resented by n-grams, can be regarded as textual units and the
task changes to select a subset that covers most informative
n-grams (Gillick and Favre 2009). Graph-based models play
a leading role in the summarization area. LexRank (Erkan
and Radev 2004) is a popular stochastic graph-based sum-
marization approach, which computes sentence importance
grounded on the concept of eigenvector centrality in a graph
of sentence similarities. Graph-based methods have a lot of
extensions. For example, (Wan and Yang 2008) pairs graph-
based methods with clustering.

In contrast to these unsupervised approaches, there are
also numerous efforts on supervised learning for summa-
rization where a model is trained to predict the impor-
tance. Different classifiers have been explored for this task,
such as maximum entropy (Osborne 2002), conditional ran-
dom field (CRF) (Galley 2006) and hidden markov model
(HMM) (Conroy et al. 2004). Besides these metrics which
directly model sentences, many researches (Li, Qian, and
Liu 2013; Hong and Nenkova 2014) focus on n-gram re-
gression. Recently, treating multi-document summarization
as a submodular maximization problem has attracted a lot of
interest (Sipos, Shivaswamy, and Joachims 2012; Dasgupta,
Kumar, and Ravi 2013).

To the best of our knowledge, (Hu and Wan 2013) is the
only work that ranks both sentences and n-grams. They use
support vector regression (SVR) to evaluate sentence im-
portance while a simple unsupervised method is introduced
to measure the salience of n-grams. However, our model
deals with word regression and sentence regression simul-
taneously and consistently.

Sentence Ranking with RNN
Recursive Neural Network
The recursive neural network (RNN) has shown its power
to model hierarchical concepts, such as syntactic pars-
ing (Socher, Manning, and Ng 2010), discourse parsing (Li,
Li, and Hovy 2014), sentiment analysis (Socher et al. 2013)
and machine translation (Liu et al. 2014). Briefly, RNN pro-
cesses structured inputs (usually a binary tree) by repeatedly
applying the same neural network at each node. In such a
setting, assume we have an input of vectors {vj} each of
which has the same dimensionality vj ∈ R1×kh . Then, sup-
pose the binary tree is given in the form of branching triplets
(n → c1c2). Each triplet denotes that a parent node n has
two children and a child can be either an input vector or an
internal node in the tree. Then we can compute representa-
tion for each node from the bottom up by:

l(n) = at([l(c1), l(c2)]×Wt) (1)

where Wt ∈ R2kh×kh is the transition matrix and at stands
for the activation function. To be concise, we do not write
out the bias item. l(.) ∈ R1×kh is used to represent the vec-
tor for a node. Note that in order to replicate the neural net-
work, all the nodes must have the same dimensionality (kh)
as input.

For the ranking problem, every non-terminal node n is
associate with a salience score s(n). In this case, the goal
of RNN is twofold. First, it computes new representations
over the tree according to Eq. 1. Second, it measures the
importance of the node through a regression process:

ŝ(n) = ar(l(n)×Wr1) (2)

where Wr1 ∈ Rkh×1 is the regression matrix and ar stands
for the regression function. Finally, guided through the error
from ŝ(n) to s(n), Wr1 and Wt can be updated with back
propagate algorithm (McClelland et al. 1986).



Ranking Framework upon RNN (R2N2)
Pre-processing The input structure of our model is the
parsing tree of a sentence. We use the Stanford CoreNLP
(Manning et al. 2014) to parse and convert a sentence into a
binary tree, as shown in Figure 1. The parsing tree provides a
meaningful representation from words to the sentence. Then,
the salience of each non-terminal node (s(n)) (word-level
regression is conducted on the POS layer) is determined
by ROUGE (Lin 2004), a widely-accepted automatic sum-
marization evaluation metric. The variants ROUGE-1 and
ROUGE-2 are reported to best emulate human evaluation
(Owczarzak et al. 2012). Therefore we define the follow-
ing rating strategy: For a pre-terminal node, because it is
associated with a single word, we just use the ROUGE-1
(R1) score. For an upper node, the combination of ROUGE-
1 (R1) and ROUGE-2 (R2) scores is adopted to measure its
importance. Let N = {n} be the set of whole non-terminal
nodes and Nw be the set of pre-terminal nodes. The scoring
formula is:

s(n) =

{
R1(n), n ∈ Nw

αR1(n) + (1− α)R2(n), n ∈ N −Nw
(3)

Here we empirically set the coefficient α = 0.5. As for mul-
tiple references, we choose the maximal value. A salient par-
ent node indicates its children are also salient, but not vice
versa. Since ROUGE score ranges from 0 to 1, we choose
sigmoid (σ) as the regression function (ar = σ) and evalu-
ate the result with cross entropy (CE):

CE(s(n), ŝ(n)) =

− (s(n) ln ŝ(n) + (1− s(n)) ln(1− ŝ(n))) (4)

Ranking with RNN We do a series of adjustments in
R2N2 to make it fit for summarization.
• The input of R2N2 is the word features fw ∈ R1×kw

rather than automatically learned embeddings, unlike
many previous applications to RNN (Socher, Manning,
and Ng 2010; Socher et al. 2011; Li, Li, and Hovy 2014).
For summarization, words hold different importance in
different documents, which cannot be represented by a
global word embedding.

• A projection layer is added to transform raw fw into hid-
den features fh ∈ R1×kh .

fh = HT (fw ×Wp) (5)

where HT , namely HardTanh, is the activation function:

HT (x) =

{
1, x ≥ 1
−1, x ≤ −1
x, otherwise

, and Wp ∈ Rkw×kh is the projection matrix. HT has
the advantage of being cheap to compute while leaving
good generalization performance (Collobert et al. 2011).
This step makes our model exactly match the parsing tree
structure. More importantly, it provides the chance to au-
tomatically learn summarization-specific features. Then
fh is taken as input of RNN and the state of a upper node
(l(n)) is computed as Eq. 1. We also set at = HT .

• Initial word features fw and sentence features fs ∈ R1×ks

are added into their own regression processes. In practice,
we find raw features greatly improve the performance of
learned features. This phenomenon is also found in the
machine translation task (Lu, Chen, and Xu 2014). Maybe
deep learning features strongly stand for high order cor-
relations between the activities of the original features.
As a result, we introduce extra two regression matrices
Wr2 ∈ Rkw×1 and Wr3 ∈ Rks×1 for word-level and
sentence-level regression respectively. Then Eq. 2 splits
into three cases:

ŝ(n) =

{
σ(l(n)×Wr1 + fw ×Wr2), n ∈ Nw

σ(l(n)×Wr1), n ∈ Ni

σ(l(n)×Wr1 + fs ×Wr3), n ∈ Ns

(6)

where Nw is the set of pre-terminal (linked to words)
nodes, Ns represents the set of root nodes (linked to sen-
tences) and Ni the set of the rest internal nodes.

The whole model is shown in Fig 2. In the forward prop-
agation step, word-level features fw are first projected into
hidden features fh (Eq. 5). These hidden features are then
used as inputs of RNN to compute all the upper node repre-
sentation l(n) (Eq. 1). Finally, different kinds of regression
are conducted over the tree (Eq. 6). In the backward prop-
agation step, weights Wp,Wt and Wr1∼3 are updated with
the guide of all the supervisions. Using CE to measure errors
andHT as the activation function, this step can be computed
as fast as linear models.
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Figure 2: RNN for summarization model. A circle means a
value while a rectangle stands for a vector. Different colors
are used to discriminate feature types, and a black border
indicates this type of features is hand-crafted. We use the
dashed rectangle to denote the regression difference on three
text levels.

Features for Sentence Ranking
The input of our model consists of two parts: word-level fea-
tures fw and sentence-level features fs. Details of these fea-
tures we use are listed in Table 1.



Feature Description
TF Term frequency over the cluster.
IDF Total document number in the datasets, divided by the frequency of documents which contains this word.
CF The frequency of documents which contains this word in the current cluster.
POS A 4-dimension binary vector indicates whether the word is a noun, a verb, an adjective or an adverb. If the word has

another part-of-speech, the vector is all-zero.
Named entity A binary value equals one iff the output of the named entity classifier from CoreNLP is not empty.
Number A binary value denotes whether the word is a number.
Sentence length The maximal length of sentences owning the word.
Sentence TF The maximal TF score of sentences owning the word.
Sentence CF The maximal CF score of sentences owning the word.
Sentence IDF The maximal IDF score of sentences owning the word.
Sentence
sub-sentences

The maximal sub-sentence count of sentences owning the word. A sub-sentence means the node label is “S” or “@S”
in the parsing tree.

Sentence depth The maximal parsing tree depth of sentences owning the word.
Position The position of the sentence. Supposing there are M sentences in the document, for the ith sentence, the position

feature is computed as 1− (i− 1)/(M − 1).
Length The number of words in the sentence.
Sub-sentences Sub-sentence count of the parsing tree.
Depth The root depth of the parsing tree.
Averaged TF The mean TF values of words in the sentence, divided by the sentence length.
Averaged IDF The mean word IDF values in the sentence, divided by the sentence length.
Averaged CF The mean word CF values in the sentence, divided by the sentence length.
POS ratio The numbers of nouns, verbs, adjectives and adverbs in the sentence, divided by the sentence length respectively.
Named entity
ratio

The number of named entities, divided by the sentence length.

Number ratio The number of digits, divided by the sentence length.
Stopword ratio The number of stopwords, divided by the sentence length. We just use the stopword list of ROUGE.

Table 1: Input Ranking Features

Double lines are used to distinguish fw and fs. The last 7
word-level features are borrowed from sentences where the
word appears. Meanwhile, the last 10 sentence-level features
are related to words in the sentence. In total, the dimensions
of fw (kw) and fs (ks) are 16 and 14 respectively. All these
features are scaled to [0, 1].

Sentence Selection
Above-mentioned, R2N2 provides ranking scores for both
words (at pre-terminal nodes) and sentences (at root nodes).
Since a summary is obliged to offer both informative and
non-redundant content, we employ two widely-used sen-
tence selection methods in this paper. One is the greedy algo-
rithm (GA) (Li and Li 2014) which selects the most salient
sentences with a similarity threshold. This metric just adopts
regression results at root nodes. The other is integer linear
programming (ILP) (Hu and Wan 2013) based sentence se-
lection. ILP is intended to find the global optimum and com-
bine the regression results of words and sentences.

Greedy based Sentence Selection In each step of selec-
tion, the sentence with maximal salience is added into the
summary, unless its similarity with a sentence already in the
summary exceeds a threshold. Here we use tf-idf cosine sim-
ilarity and set the threshold Tsim = 0.6.

ILP based Sentence Selection Similar to previous work
(McDonald 2007; Gillick and Favre 2009; Galanis, Lam-
pouras, and Androutsopoulos 2012), we also consider the

way of ILP to select sentences. Since sentences and words
are scored simultaneously in our model, we define an ob-
jective function which combines the weights of sentences
(WS) and words (WC). Redundancy is implicitly measured
by benefiting from including each word only once.

max : λ
∑
i∈Ns

liWS(i)xi + (1− λ)
∑
j∈Nw

WC(j)cj

s.t. :
∑
i

lixi ≤ L

xiOi,j ≤ ci, ∀i, j∑
i

xiOi,j ≥ cj , ∀j

xi ∈ {0, 1}, ∀i
cj ∈ {0, 1}, ∀j (7)

where xi indicates whether sentence i is in the summary and
cj stands for the appearance of word j. Oi,j points out the
occurrence of the word j in sentence i. We use li to repre-
sent the length of sentence i. In the objective function, li pe-
nalizes short sentences. L means the length limitation while
the parameter λ indicates the trade-off between sentence and
word weights. Because words and sentences are regressed
consistently in R2N2, we set λ = 0.5. Note if λ = 0, this
function is similar to the system of (Gillick and Favre 2009)
except that our model is supervised and we use words rather
than bi-grams to represent concepts. Although ILP is NP-



hard in general, considerable optimization research has pro-
duced software for solving instances efficiently, and we use
IBM CPLEX Optimizer 1 in this paper.

Experiments
Datasets
The most commonly used evaluation corpora for summa-
rization are the ones published by the Document Under-
standing Conferences (DUC2) and Text Analytics Confer-
ences (TAC3). Here we focus on the generic multi-document
summarization task, which was carried out in DUC 2001,
2002 and 2004. The documents are all from the news do-
main and are grouped into various thematic clusters. Table 2
shows the size of the three datasets and the maximum length
of summaries for each task. We train the model on two years’
data and test it on the other year.

Year Clusters Sentences Length Limit
2001 30 11295 100 words
2002 59 15878 100 words
2004 50 13070 665 bytes

Table 2: Statistics on the DUC datasets.

Evaluation Metric
For the evaluation, we use ROUGE4 (Lin 2004). It has
grown up to be a standard automatic evaluation metric for
DUC since 2004. The parameter of length constraint is “-l
100” for DUC 2001/2002, and “-b 665” for DUC 2004. We
take ROUGE-2 recall as the main metric for comparison due
to its high capability of evaluating automatic summarization
systems (Owczarzak et al. 2012).

Baseline Methods
We consider three support machine regression5 baselines:
unigram regression with GA selection (Ur), sentence regres-
sion with GA selection (Sr) and the ILP method where WS
and WC are measured by related regressions (U+Sr). All
these regression baselines adopt the same features and se-
lection parameters as R2N2. These three baselines are used
to examine whether our model is superior to the traditional
way of regression. Meanwhile, LexRank (Erkan and Radev
2004), a common graph-based summarization model, is in-
troduced as an extra baseline. We adopt this baseline to
display the performance of regression approaches based on
these features.

In addition, we list the best participates and results pub-
lished for these corpora. The best systems we find are Clus-
terHITS (Wan and Yang 2008) for DUC 2001, Cluster-

1http://www-01.ibm.com/software/commerce/
optimization/cplex-optimizer/

2http://duc.nist.gov/ from 2001 ∼ 2007
3http://www.nist.gov/tac/ from 2007 ∼ now
4ROUGE-1.5.5 with options: -n 2 -m -u -c 95 -x -r 1000 -f A -p

0.5 -t 0
5We use LIBLINEAR. http://www.csie.ntu.edu.

tw/˜cjlin/liblinear/

CMRW (Wan and Yang 2008) for 2002 and REGSUM6

(Hong and Nenkova 2014) for DUC 2004. Brief introduc-
tion of these methods can be found in Related Work.

Model Configuration
We set the dimension of RNN (kh) to 8, which is a half of the
input layer dimension. We use mini-batch gradient descent
with L2-norm regularization to update weights. The learning
rate is 0.005 and regularization factor is 0.1. We set the batch
size to 100. The training process with 100 iterations spends
about 30 minutes.

Results and Discussion
In this section, we present the results of our models and com-
pare them with other systems, mainly measured by ROUGE-
2. In Table 3, each row represents one summarization system
and each column describes one evaluation metric. We cite
the scores of others from their papers, indicated with the sign
“*”. Original DUC results are named Peer plus their system
ID. R2N2 ILP and R2N2 GA differ in their sentence selec-
tion metrics.

Year System ROUGE-1 ROUGE-2
2001 Peer T 33.06 8.06

ClusterHITS∗ 37.42 6.81
LexRank 33.22 5.76
Ur 34.28 6.66
Sr 34.06 6.65
U+Sr 33.98 6.54
R2N2 GA 35.88 7.64
R2N2 ILP 36.91 7.87

2002 Peer 26 35.15 7.64
ClusterCMRW∗ 38.55 8.65
LexRank 35.09 7.51
Ur 34.16 7.66
Sr 34.23 7.81
U+Sr 35.13 8.02
R2N2 GA 36.84 8.52
R2N2 ILP 37.96 8.88

2004 Peer 65 37.88 9.18
REGSUM∗ 38.57 9.75
LexRank 37.92 8.78
Ur 37.22 9.15
Sr 36.72 9.10
U+Sr 37.62 9.31
R2N2 GA 38.16 9.52
R2N2 ILP 38.78 9.86

Table 3: Comparison results (%) on DUC datasets.

Seen from this table, R2N2 significantly7 outperforms the
traditional regression methods all the time. However, there
is no significant difference between the sentence selection
methods ILP and GA. For R2N2, ILP is always superior to

6REGSUM truncates a summary to 100 words.
7T-test with p-value=0.05



GA, while jointing the regression results of words and sen-
tences sometimes even produces a worse solution. Maybe it
is because ranking of Ur and Sr can seriously conflict. Com-
pared with other systems, R2N2 achieves the best ROUGE-
2 scores on DUC 2002 and 2004. As for DUC 2001, the
result of Peer T is somewhat strange. Its ROUGE-1 value
is the lowest, but ROUGE-2 just the opposite. Except Peer
T, R2N2 greatly promotes ROUGE-2. Models of (Wan and
Yang 2008) carry out a bit larger ROUGE-1 score than
R2N2. However, no proposed model in their paper can al-
ways outperform the others on different datasets. For ex-
ample, ClusterCMRW works well on DUC 2002 but it only
gets 35.71 (ROUGE-1 value) and 6.55 (ROUGE-2 value) on
DUC 2001. In contrast, R2N2 works quite stably.

Note REGSUM is a kind of unigram regression. It
achieves good performance through using larger training
data and importing complex features. However, R2N2 only
adopts basic sentence and word features. R2N2 exceeds
REGSUM on both ROUGE-1 and ROUGE-2 metrics, indi-
cating its ability to automatically learn ranking features.

Impact of Raw Feature Supplement Here we verify the
model performance of adding raw features. Take DUC 2004
as an example. The result is listed in Table 4. Note the model
performance heavily depends on these raw features, espe-
cially on the sentence level. Meanwhile, the previous section
shows that R2N2 is prior to direct unigram or sentence re-
gression with identical features. Consequently, learned fea-
tures seem to serve as favorable supplements of raw ones.

Features ROUGE-1 ROUGE-2
None 35.44 6.97
+U 36.08 7.22
+S 38.05 9.36
+Both 38.78 9.86

Table 4: DUC 2004 Performance (%) w/o additional raw
features. T-test shows all the changes are significant.

Impact of Lambda In previous experiments, λ, the ILP
parameter, is fixed to 0.5 since we want the model to be bi-
ased toward neither word regression nor sentence regression.
In this section, we test how λ affects the performance. Let
λ increase from 0.1 to 0.9. The corresponding changes of
ROUGE-2 are shown in Figure 3. As can be seen, the per-
formance of DUC 2001 decreases with λ while for DUC
2004 it is somewhat positively correlated. On the whole, the
model performs well when treating word level and sentence
level regressions equally. Although it looks a bit better to set
λ = 0.4, for generalization we choose 0.5.

Regression Error Analysis This section aims to check
the error distribution of different text granularities. Since the
range of scores changes along with the tree depth, here we
adopt relative standard deviation (rsd) to measure errors:

rsd =

√
1
N

∑N
i=1 (s(i)− ŝ(i))

2

1
N

∑N
i=1 s(i)
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Figure 3: ROUGE-2 change with λ.

Ur and Sr errors are likewise computed as reference. The
result is listed in Table 5. In general, the error shows a nega-
tive correlation with the text length. But the word level error
nearly equals the internal level error. One reason is that the
supplement of raw features works. Compared with Ur and
Sr, R2N2 makes much more accurate prediction.

Year Method Word Intra Sentence

2001
R2N2 1.07 1.00 0.57
Ur 1.30 - -
Sr - - 1.19

2002
R2N2 1.10 1.05 0.60
Ur 1.39 - -
Sr - - 1.65

2004
R2N2 0.88 0.85 0.49
Ur 1.04 - -
Sr - - 0.88

Table 5: Error distribution of different tree levels

Conclusion and Future Work
This paper presents a Ranking framework upon Recursive
Neural Networks (R2N2) for the sentence ranking task of
multi-document summarization. It transforms the ranking
task into a hierarchical regression process which is modeled
by recursive neural networks. Learned features are capable
of supplementing hand-crafted features to rank sentences. In
addition, based on the ranking scores of both words and sen-
tences, we design a optimized sentence selection method.
We conduct experiments on DUC benchmarks. Our model
achieves higher ROUGE scores than state-of-the-art sum-
marization approaches. Meanwhile, the error analysis shows
that our model makes much more accurate predication than
traditional support vector regression.

We believe R2N2 can be advanced and extended from
many different perspectives. First, we are interested in ap-
plying R2N2 for query-focused summarization, which can
be achieved by introducing query-related features to the in-
put of the neural networks. Second, as the by-product of
R2N2, we can get the scores for the internal nodes (i.e.,
clauses and phrases) in the parsing trees. This information
will be very useful for many other summary-related tasks,
such as sentence compression and keyphrase extraction.
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