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Abstract. One of the key problems in upgrading information services
towards knowledge services is to automatically mine latent topics, users’
interests and their evolution patterns from large-scale S&T literatures.
Most of current methods are devoted to either discover static latent
topics and users’ interests, or to analyze topic evolution only from intra-
features of documents, namely text content without considering directly
extra-features of documents such as authors. To overcome this problem,
a dynamic users’ interest model for documents using authors and topics
with timestamps is proposed, named as Author-Topic over Time (AToT)
model, and collapsed Gibbs sampling method is utilized for inferring
model parameters. This model is not only able to discover latent topics
and users’ interests, but also to mine their changing patterns over time.
Finally, the extensive experimental results on NIPS dataset with 1,740
papers indicate that our AToT model is feasible and efficient.

Keywords: Author-Topic (AT) Model, Topic over Time (ToT) Model,
Author-Topic over Time (AToT) Model, Dynamic Users’ Interest Model,
Collapsed Gibbs Sampling.

1 Introduction

With a dynamic users’ interest model, one can answer a range of important ques-
tions about the content of document collections, such as which topics each user
prefers to, which users are similar to each other in terms of their interests, which
users are likely to have written documents similar to an observed document, and
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who are influential users at different stages of topic evolution and it also helps
characterize users as pioneers, mainstream or laggards in different subject areas.
Users’ interests have shown their increasing importance for the development of
personalized Web services and user-centric applications [I2]. Hence, users’ inter-
est modeling has been attracting extensive attentions during the past few years,
such as (a) Author-Topic (AT) model [3]; (b) Author-Recipient-Topic (ART) [4],
Role-Author-Recipient-Topic (RART) [4] & Author-Persona-Topic (APT) mod-
els [5]; (c) Author-Interest-Topic (AIT) [6] & Latent-Interest-Topic (LIT) mod-
els [7], and (d) Author-Conference-Topic (ACT) model [§], etc.

In fact, in the process of entire scientific career, each researcher’s interest is
usually not static. However, the above models are devoted to discover static
latent topics and research interests. Of course, one can perform some post-hoc
or pre-hoc analysis [910] to discover changing patterns over time, but this misses
the opportunity for time to improve topic discovery [I1], and it is very difficult to
align corresponding topics [I2].Currently, attention for dynamic models is mainly
focused on analyzing topic evolution only from text content, such as Dynamic
Topic Model (DTM) [13], continuous time DTM (¢cDTM) [14], Topic over Time
(ToT) [11], and so on.

This article mainly focuses on the dynamic users’ interest model. The orga-
nization of the rest of this paper is as follows. In Sec. [2 we discuss generative
models for documents using authors and topics with timestamps, introduce the
Author-Topic over Time (AToT) model in detail on the basis of AT and ToT
models and describe the collapse Gibbs sampling methods used for inferring the
model parameters. In Sec. Bl extensive experimental evaluations are conducted,
and Sec. @ concludes this work.

2 Author-Topic over Time (AToT) Model

The notation is summarized in Table[I] and the graphical model representations
of the AToT model is shown in Fig. [l The AToT model can be viewed as a
generative process, which can be described as follows.

Table 1. Notation used in the AToT model

SYMBOL DESCRIPTION

K Number of topics

M Number of documents

v Number of unique words

A Number of unique authors

Nm Number of word tokens in document m

Am Number of authors in document m

am Authors in document m

g Multinomial distribution of topics specific to the author a. And let ® = {94}4_;
Pl Multinomial distribution of words specific to the topic k. And let & = {‘Pk}kK=1
P Beta distribution of timestamp specific to the topic k. And let ¥ = {"/"k}kK=1
Zm,n Topic associated with the n-th token in the document m

Wm,n n-th token in document m

Tm,n Chosen author associated with the word token wm n

tm,n Timestamp associated with the n-th token in the document m

o Dirichlet priors (hyperparameter) to the multinomial distribution 9

B Dirichlet priors (hyperparameter) to the multinomial distribution ¢



Author-Topic over Time (AToT): A Dynamic Users’ Interest Model 241

1. For each topic k € [1, K] and each author a € [1, A], draw a ¢}, ~ Dirichlet(3)
and Y, ~ Dirichlet(a), respectively;
2. For each word n € [1, Ny,] in document m € [1, M]:
— Draw an author assignment z,, , ~ Uniform(a,,);
— Draw a topic assignment z, , ~ Multinomial(d,,, ,, )
— Draw a word w,,, ~ Multinomial(ep.,, ,);
— Draw a timestamp ¢, , ~ Beta(¢.,, ,.1,%z,..,..2);

P

®_
@_

k€L K] n€ (L, N kL, K]

m e [1,M]

Fig. 1. The graphical model representation of the AToT model

For inference, the task is to estimate the sets of following unknown parameters
in the AToT model: (1) ®,0 and ¥; (2) the corresponding topic and author
assignments 2, n, Tm,n for each word token w,, ,. In fact, inference can not be
done exactly in this model. In this work, collapsed Gibbs sampling algorithm [15]
is used, since it provides a simple method for obtaining parameter estimates
under Dirichlet priors and allows combination of estimates from several local
maxima of the posterior distribution.

In the Gibbs sampling procedure, we need to calculate the conditional dis-
tribution P(2m,n, Trm,n|W, 2 (m,n)s T=(m,n): t @, a, B, ¥) with 2_, ny, To(m,n)
represents the topic, author assignments for all tokens except wy, ., respectively.
We begin with the joint distribution P(w, z,x, t|a, a, 3, ¥) of a dataset, and
using the chain rule, we can get the conditional probability conveniently as

P(Zm,n = ka Tm,n = CL|’LU, Z—(m,n)r L=(m,n), t,a, ﬁa \I’)
) 4 By, 1 |

x 21\}/;1 (n’(cv) + Bv) 1 x Zf:l (TL((Zk) + ak) 1 X Beta(%m,n,h¢zm‘n,2)(1)

where n,(:) is the number of times tokens of word v is assigned to topic k, and

nk) represents the number of times author a is assigned to topic k.
During parameter estimation, the algorithm keeps track of two large data

structures: an A x K count matrix n((lk) and an K x V count matrix n,(:).
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From these data structures, one can easily estimate the ® and © as follows:
_ nff)—&-ﬂv nflk)+ak
TR TS ) +6,) S (0 4o
speed we update it after each Gibbs sample by the method of moments: 9 1 =
tn (t’“(;t’“) — 1) and Vg0 = (1—1x) (t"'(lsgt’“) — 1), where 7}, and s indicate the
k k

sample mean and biased sample variance of the timestamps belonging to topic
k, respectively. The readers are invited to consult [I6] for details. Note that the
time range of the data is normalized to [0.01, 0.99].

and Y41 = . As for W, for simplicity and

3 Experimental Results and Discussions

NIPS proceeding dataset is utilized to evaluate the performance of our model,
which consists of the full text of the 13 years of proceedings from 1987 to
1999 Neural Information Processing Systems (NIPS) Conferences. In addition to
downcasing and removing stopwords and numbers, we also removed the words
appearing less than five times in the corpus. The dataset contains 1,740 research
papers, 2,037 unique authors, 13,649 unique words, and 2,301,375 word tokens in
total. Each document’s timestamp is determined by the year of the proceedings.
In our experiments, K is fixed at 100, and the symmetric Dirichlet priors « and
B are set at 0.5 and 0.1, respectively. Gibbs sampling is run for 2000 iterations.

3.1 Examples of Topic, Author Distributions and Topic Evolution

Fig. [ illustrates examples of 8 topics learned by AToT model. The topics are
extracted from a single sample at the 2000th iteration of the Gibbs sampler.
Each topic is illustrated with (1) the top 5 words most likely to be generated
conditioned on the topic; (b) the top 5 authors which have the highest probability
conditioned on the topic; and (c) histograms and fitted beta PDFs which show
topics evolution patterns over time.

3.2 Author Interest Evolution Analysis

In order to analyze further author interest evolution, it is interesting to calculate
P(z,tla) = P(z|la)p(z|t) = Yq,, X Beta(th,,1,1,,2). In this subsection, we take
Sejnowski as an example, who published 43 papers in total from 1987 to 1999
in the NIPS conferences, as shown Fig.[Bl (a). The research interest evolution for
Sejnowski is reported in Fig. Bl (b), in which the area occupied by a square is
proportional to the strength of his research interest.

From Fig. Bl (b), one can see that Sejnowski’s research interest focused mainly
on Topic 51 (Eye Recognition & Factor Analysis), Topic 37 (Neural Networks)
and Topic 58 (Data Model & Learning Algorithm) but with different emphasis
from 1987 to 1999. In the early phase (1989-1993), Sejnowski’s research interest
is only limited to Topic 51, and then extended to Topic 37 in 1994 & Topic 58
in 1996 with great research interest strength, and finally back to Topic 51 after
1997. Anyway, Sejnowski did not change his main research direction, Topic 51,
which is verified from his homepage again.
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Topic 87 Topic 37 Topic 11 Topic 88
SVM & Kernel Methods Neural Networks Reinforcement Learning EM & Mixture Models
WORD PROP. WORD PROP. WORD PROP. WORD PROP.
set 0.0188195 learning  0.01106740 state 0.0468466 density 0.0279477
support 0.0187117 network  0.00948016  learning 0.0252876 log 0.0217790
vector 0.0186039 neural 0.00780503 belief 0.0213999 distribution  0.0186946
kernel 0.0160163 input 0.00682192 policy 0.0182191 mixture 0.0178379
function 0.0146146 model 0.00681643  function 0.0175122 method 0.0144108
AUTHOR PROP. AUTHOR PROP. AUTHOR PROP. AUTHOR PROP.
Scholkopf B 0.949692 Reggia J 0.979832 Zhang N 0.629412 Barron A 0.608507
Crisp D 0.888975 Todorov B 0.976750 Rodriguez A  0.578235  Wainwright M 0.372871
Laskov P 0.706170 Horne B 0.974146  Dietterich T  0.342954 Mukherjee S 0.340927
Steinhage V.  0.634973 Thmn S 0.973083 Sallans B 0.228042 LiJ 0.337108
Chapelle O 0.610385 Weigend A 0.972806 Walker M 0.189143 Jebara T 0.253203
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Topic 78 Topic 51 Topic 58
Speech Recognition Bayesian Learning E’%Z::Zf"iz:l‘;s’gs& Legi:igMAol(;zlriX:hm
WORD PROP. WORD PROP. WORD PROP. WORD PROP.
hmm 0.0415364 bayesian 0.0243032  sejnowski  0.0265409 learning  0.00904655
speech 0.0392921 sampling 0.018456 eye 0.0265409 model 0.00752741
hmms 0.0216579 prior 0.0178563 ica 0.0183324 neural 0.00705102
mixture 0.0179708  distribution  0.0148578 vor 0.0159531 data 0.00700339
suffix 0.0104362 monte 0.0127588  disparity  0.0153583 function 0.0068393
AUTHOR PROP. AUTHOR PROP. AUTHOR PROP. AUTHOR PROP.
Rigoll G 0.460882  Schuurmans D 0.651505  Sejnowski T  0.410459 Gray M 0.974482
Singer Y 0.437547 Sykacek P 0.495506 Pouget A 0.269781 Dimitrov A 0.973538
Nix D 0.192342 Andrieu C  0.413324  Anastasio T 0.112957 Galperin G 0.97094
Saul L 0.170699  Rasmussen C  0.344185  Horiuchi T  0.0328485 Malik J 0.968536
Zlochin M 0.244745  Albright T  0.0099278 Davies $ 0.966534

Hermansky H 0.0795602
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Fig. 2. An illustration of 8 topics from a 100-topic solutions for the NIPS collection.
The titles are our own interpretation of the topics. Each topic is shown with the 5 words
and authors that have the highest probability conditioned on that topic. Histograms
show how the topics are distributed over time; the fitted beta PDFs is shown also.
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Fig. 3. The distribution of #publications and research interest evolution for Sejnowski
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3.3 Predictive Power Analysis

Similar to [3], we further divide the NIPS papers into a training set D" of
1,557 papers, and a test set D' of 183 papers of which 102 are single-authored
papers. Each author in D's* must have authored at least one of the training
papers. The perplexity is a standard measure for estimating the performance of
a probabilistic model. The perplexity of a test document m € D't is defined

as the exponential of the negative normalized predictive likelihood under the
lnP(wm‘.,t,;,,,.|am,o¢,ﬁ,‘ll):| with

m

model: perplexity (ws,.., tm,.|am, &, 3, ¥) = exp {—

1

P(wﬁl,-,tﬁl,"aﬁua,ﬁ, \I’) = [A~] rl)train)><
m

N, X Z Beta(wzm,n,laqum,nﬂ
m

Zm,.

/ (@B, D) S oo A / PO, D7) S 0, 2 d® (2)

Zm,. T,
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Fig. 4. Perplexity of the 102 single-authored test documents

We approximate the integrals over ® and ® using the point estimates obtained
in Sec. Rlfor each sample s € {1,2,---,10} of assignments x, z, and then average
over samples. Fig. @] shows the results for the AToT model and AT model in a
post-hoc fashion on 102 single-authored papers. It is not difficult to see that the
perplexity of AToT model is smaller than that of AT model when #topics > 10,
which indicates that AToT model outperforms AT model.

4 Conclusions

With a dynamic users’ interest model, one can answer many important ques-
tions about the content of document collections. Based on AT & ToT models,
this article proposes a dynamic users’ interest model, Author-Topic over Time
(AToT) model, for documents using authors and topics with timestamps, and
collapsed Gibbs sampling is used for inferring model parameters. It combines the
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merits of AT & ToT models. The results on NIPS dataset show the discovery
of more salient topics and more reasonable users’ interest evolution patterns.
What’s more, one can generalize the approach in the work to construct alterna-
tive dynamic models from other static users’ interest models and ToT model.
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