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Abstract For heterogeneous scientific and technical knowl-
edge organization systems (HSTKOSs), computer-aided
concept mapping discovery becomes very difficult among
HSTKOSs. First, this paper puts forward and establishes a
common data model (CDM) oriented to the HSTKOS used
for the standardized description of scientific and technolog-
ical knowledge concepts. Then, in the mapping discovery
algorithm, the algorithms to discover the relations of inher-
itance, “is a characteristic of”’, “is a part of”, relevance and
other partial ordering relations between heterogeneous con-
cepts are put forward and designed through mapping trans-
fer. Finally, the empirical results show that in public concept
space, the mapping discovery algorithm, put forward and
designed by this paper, is feasible and can have certain prac-
tical significance.
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1 Introduction

With the explosive growth of information, large numbers of
classification systems based on different criteria and thesauri
of each disciplinary field have occurred, representing differ-
ent knowledge organization systems. Every country attaches
great importance to the classification of standard literature
and nearly all advanced industrial countries have their own
classification systems. In 1983, China compiled the Chi-
nese Classification for Standards (CCS) in accordance with
Chinese reality (conditions). Among all the classifications
specifications, International Patent Classification (IPC), In-
ternational Classification for Standards (ICS), CCS, Univer-
sal Decimal Classification (UDC), Dewey Decimal Classi-
fication (DDC), and Chinese Library Classification (CLC)
are widely used. Thesauri, different from classifications, are
mainly used in China. Types of thesauri include the

e Chinese Classified Thesaurus, which is the first Chinese
large-scale comprehensive thesaurus with the integration
of classification and subject;

e Chinese Thesaurus, which is the supporting project of the
Chinese Characters Information Processing System (also
called Project 748);

e Social Science Thesaurus, which is used for storing and
retrieving intelligence on social science and other general
thesauri;

e Aerospace Scientific and Technical Thesaurus, referred to
as the Aerospace Thesaurus, which is the first Chinese
industrial thesaurus;

e Chinese Thesaurus of Petrochemical Industry, referred to
as the Petrochemical Thesaurus, which is used for index-
ing, storing, and retrieving scientific and technological in-
telligence on the petroleum industry; and
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e Thesaurus for Environmental Sciences, which is used
for retrieving documents and materials on environmental
science and other special thesauri of different academic
fields.

The current situation of scientific and technological
knowledge organization systems (STKOSs) is that in con-
tent, the scientific and technological knowledge organiza-
tion system has multi-discipline and multi-field sources and
that in structure, there are various heterogeneous scientific
and technological knowledge organization systems, such
as thesauri and classifications. Therefore, from the view
of knowledge concept mapping, all STKOSs must be ac-
curately correlated. Building an accurately correlated and
well-organized knowledge organization system for multi-
discipline and multi-category STKOSs has been a research
focus in recent years. Among them, computer-aided sci-
entific and technological knowledge concept mapping is a
fundamental work practice and an important research direc-
tion [1-3].

Many experts focus on the study of integration between
heterogeneous knowledge organization systems. Wieder-
hold proposed the concept of a mediator that uses knowl-
edge from multiple sources for a higher layer of appli-
cations [4]. In 1994, Sibel et al. put forward a uniform
declarative and operational framework amalgamating multi-
ple knowledge bases and data structures regarding the me-
diator [5]. Furthermore, a series of approaches and algo-
rithms have been proposed to address heterogeneous knowl-
edge and information; these are outlined as follows. The
multi-agent learning algorithm (MALA) [6] and adaptive
resource-provisioning scheme [7] sought to minimize the
total project duration. Federated repository and automated
mechanisms aimed to discover resources and implement
reuse [8]. Spectral clustering algorithms addressed issues of
ambiguity and redundancy of metadata [9]. Systematic ap-
proaches analyzed both structural and un-structural content
and their inter-relationships [10]. Application profile (AP)
dealt with the problem of heterogeneity and a root appli-
cation ontology (AAO) based on AP sought to extend the
domain knowledge [11]. The concept based approach pro-
cessed heterogeneous data in pub/sub systems [12]. MR-
Radix aimed to mine multi-relational data [13]. Model-
based AEC/FM systems addressed the integration of hetero-
geneous data representations [14]. Heterogeneous knowl-
edge was addressed at the global level [15, 16] and re-
searchers studied the construction and problems of multi-
lingual knowledge organization systems. Hudon studied
the development of a multi-lingual thesaurus based on the
premise that in a multi-lingual thesaurus, all languages are
equal [17]. In addition, trends of multi-lingual services and
products involving multiple knowledge organization sys-
tems will continue [18].
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Research on the mapping between knowledge organi-
zation systems is also popular. Whitehead investigated the
Art and Architecture Thesaurus (AAT) model to imple-
ment mapping from Library of Congress Subject Head-
ings (LCSH) to thesauri [19]. The German Federal Ministry
for Education and Research funded a major terminology
mapping initiative to organize, create, and manage ‘“‘cross-
concordances” between controlled vocabularies (thesauri,
classification systems, subject heading lists) [20]. Margaret
attempted to access the potential for automatic vocabulary
switching from a thesaurus [21]. Doerr concluded possible
semantic differences that may hinder the unambiguous map-
ping and transition from one thesaurus to another [22]. Bra-
hami et al. and Nagpal et al. sought to improve the knowl-
edge mapping process based on the use of different data
sources via the data mining technique [23, 24]. Similar-
ity computations, improved instance-based mapping tech-
niques [25], and ontology-mapping frameworks with hybrid
architecture [26] were introduced to find mapping between
compatible ontologies.

Above all, the unification and interoperability of het-
erogeneous knowledge organization systems from multiple
fields, structures, and languages cannot be avoided [16].
Specifically, mappings for similarity relations between
knowledge organization systems have been widely studied,
using many techniques and approaches. However, in previ-
ous research, few address mapping transfer algorithms of
partial ordering relations, which have largely limited the ef-
ficiency of semantic relation discovery between knowledge
concepts [27-29].

To express the degree of closeness of different objects
described by concepts, Gerard Salton [30] put forward the
concept of “Vector Concept Space,” based on the algebraic
model of information retrieval systems, in his book Mathe-
matics in Library and Information. Concepts and their re-
lations are spatial and multi-dimensional and every com-
plex concept can be assembled by combining easy concepts.
The essence of concept space is the algebraic expression
of knowledge organization systems, including concept, rela-
tion, attribute, classification, and equivalent in implication.

In early mapping discovery research, the expressions of
knowledge concepts by different scientific and technologi-
cal knowledge organization systems are not consistent, mak-
ing concept mapping in heterogeneous scientific and tech-
nical knowledge organization systems (HSTKOS) difficult.
Conversely, any structured knowledge can be described with
consistent and standard descriptions using a united knowl-
edge organization system (or concept space). Therefore,
if HSTKOS is first projected into a neutral concept space
and then research on the method of concept mapping is
completed, the computer-aided mapping of heterogeneous
knowledge concept will be more effective. Considering the
mapping discovery algorithm itself, structured deduction,
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which is in essence a mapping transfer method, is easy to
use as the mapping deduction algorithm due to its similarity
relation.

In this paper, first, a unified concept space model oriented
to HSTKOS, namely the Common Data Model (CDM), was
built and used as a standardized description of scientific and
technological knowledge. Then, heterogeneous knowledge
concepts in CDM were projected into relevant the Neutral
Knowledge Concept (NKC), integrating the current seman-
tic analysis technologies, to discuss computer-aided concept
mapping algorithms among different knowledge organiza-
tion systems. Finally, efficiency of the unified concept space
model and mapping discovery algorithm was verified us-
ing practical calculations. The research objects HSTKOS
includes thesauri and common classifications, such as IPC,
UDC, DDC, CLC, CCS, ICS, etc. The technology roadmap
is shown in Fig. 1.

The contribution of this article includes two parts. First,
based on the thesauri and various heterogeneous scientific
and technological knowledge classifications, the CDM is es-
tablished, making the standardized description of HSTKOS
possible. Second, based on the semantic computation and
structured deduction, a set of discovery algorithms for
knowledge concept semantic mapping, which are oriented
to the specified semantic relation computation between con-
cepts, are put forward and verified.

2 HSTKOS oriented CDM

2.1 Structure analysis of common classifications and
thesauri

There are differences between different classification crite-
ria and thesauri in architecture; however, there are two gen-
eralities between them. First, IPC, ICS, CCS, UDC, DDC,
and CLC have their own hierarchy structures. Thesauri do
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not have direct codes hierarchies; the relations in the the-
sauri such as ‘U’, ‘UF’, ‘BT’, ‘NT’, and ‘CT’ can also orga-
nize all concepts in the thesauri into a hierarchy system. Sec-
ond, the classifications and thesauri, such as IPC and CLP,
are all mainly classified according to the profession and dis-
cipline. A concrete analysis of similarities and differences
of research objects in several classifications and thesauri is
completed next, mainly by three aspects: (1) the names of
the categories or words contained in the knowledge con-
cepts; (2) the attributes constitution contained by the cate-
gories or words in the knowledge concepts; and (3) the re-
lationship between the category or words of each level and
the subordinate category or words.

Through comparative analysis, the definition of relations
between all concepts can be summarized into five types:
equivalence, inheritance, relevance, “is a characteristic of”,
and “is a part of’. The inheritance relation can be subdivided
into three types of relations: “is a kind of”, “apply to”, and
“have a characteristic of”. The relation of “is a characteris-
tic of” can be further subdivided into two types of relations:
“is an attribute of” and “is a manifestation of”’. The CDM we
defined is not the unique one for these HSTKOSs involved in
the research. But any qualified CDMs must be able to cover
the all semantic information containing in the HSTKOSs,
and contains the few types of nodes and relations the better
for converting HSTKOS into NKC.

2.2 Establishment of CDM
2.2.1 Basic composition of CDM
Based on the analysis of all aspects of all classifications and

thesauri, the basic constitution of CDM for the HSTKOS is
summarized as follows:

— The nodes in CDM—The sections of IPC are one kind of
node, defined as a section node, denoted by A. The classes
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and groups of IPC, the primary classes of ICS, CCS, and
CLC, and the primary and secondary classes of UDC and
DDC can be classified as one kind of node, defined as
the directory node, denoted by B. The subclasses of IPC
and the secondary classes of ICS are one kind of node,
defined as a classification node, denoted by C. The sub-
groups of IPC are another kind of node, defined as a patent
leaf node, denoted by D. The secondary classes of CCS
and CLC and the third-stage classes of UDC and DDC
can be classified as one kind of node, defined as a disci-
plinary leaf node, denoted by E. The third-stage classes
of ICS are one kind of node, defined as an ICS leaf node,
denoted by F. Subject headings can be seen as one kind of
node alone, defined as a thesaurus node, denoted by G. In
total, there are seven kinds of nodes.

— The relations in CDM—TFor the relations in CDM, “is a
kind of”, is denoted by L1; “apply to”, a sort of L1, is
denoted by L2; “has a characteristic of”, also a sort of
L1, is denoted by L3; “is a part of”, denoted by L4; “is
an attribute of”’, denoted by L5; “is an expression of ”,
denoted by L6; the equivalence relation, denoted by L7;
and the relevance relation, denoted by LS. In total, there
are eight kinds of relations.

CDM is defined, oriented to the thesaurus and the six
classification systems, in which the nodes and relations are
set up as displayed in Fig. 2. The sources of seven kinds of
nodes in CDM are shown on the left of Fig. 2, and eight
kinds of basic semantic relations and their derived potential
mapping relations in CDM are shown on the right.

2.2.2 Concept nodes and their basic semantic relations’
constraints in CDM

In CDM, the seven kinds of concept nodes’ coverage are
different, so they have different attributes. Attribute 1:
name. All kinds of concepts have names or names listed
in both Chinese and English. Attribute 2: source. With every
node subordinate to its own classification or thesaurus, the
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Fig. 3 The attributes constitution of the concept nodes in CDM

sources indicate which classification or thesaurus they come
from. Attribute 3: number. This is used for the codes exist-
ing in IPC, ICS, CCS, DDC, UDC, and CLC. Attribute 4:
description. This attribute is aimed at those grade classifi-
cations with annotation and nodes with descriptive names.
Attribute 5: characteristic. The structure of attributes of the
concept nodes in CDM are shown in Fig. 3. Each concept’s
constitution of attributes is not only one of the basic compo-
nents to describe the HSTKOS’s CDM, but also basic data
supporting the concept mapping discovery algorithm.

In Fig. 2, the letters A to G are seven kinds of concept
nodes in CDM. Between same kind of nodes, all of the basic
semantic relations identified by L1 to L8 are not permitted
to exist. The constraints between concept nodes and basic
semantic relations are shown in Fig. 4.

2.2.3 Basic semantic relations and potential mapping
relations in CDM

In Fig. 2, within eight basic relations, in fact, some basic
relations that have the same semantic implications gener-
ally would be applied with 3. Concept mapping discovery
algorithm in same structure, so just five kinds of potential
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mapping relations are given based on computer-aided ad-
vice, denoted by VL1, VL2, VL3, VL4 and VLS. The rele-
vance relation is regarded as a type alone in potential map-
ping relations, denoted by VL5. Thus, it can be seen that
suing concept mapping within various kinds of classifica-
tions, only the computer-aided advice of VL1, VL2, VL3,
and VL4 can be output. When the concept mapping is within
thesauri, only the computer-aided advice of VL1, VL2, VL4,
and VLS5 can be output. When the concept mapping is be-
tween the classification and the thesaurus, the five kinds of
potential mapping relations all can be output.

Combined with the preceding analysis, the HSTKOS ori-
ented CDM is described by the Ecore model, based on the
Graphical Modeling Framework (GMF) defined by IBM.
The HSTKOS oriented CDM described by the Ecore model
is divided into two parts, according to basic semantic re-
lations and potential mapping relations between the con-
cept nodes. The concrete Ecore model is shown in Fig. 5:
Fig. 5a defines the connection between seven kinds of con-
cept nodes and eight kinds of basic semantic relations;
Fig. 5b defines the connection between seven kinds of con-
cept nodes and five kinds of potential mapping relations.

Based on the GMEF, the Ecore model of HSTKOS’s CDM
is built. Visualized unified concept space construction tools
can be derived from the Ecore model. The Ecore model is a
standard set of modeling codes, easy to the interaction and
transformation with the standard ontology description lan-
guage, beneficial to HSTKOS’s CDM’s share and extension.
The standardized and structured knowledge description is an
important basis for the algorithm of potential mapping dis-
covery.

3 Concept mapping discovery algorithm based on CDM

3.1 The architecture of concept mapping discovery
algorithm

Based on the public data model, this article designs a set
of algorithms for the scientific and technological concept
mapping discovery, which can determine the specified se-
mantic relations between heterogeneous scientific and tech-
nological knowledge concepts. Its architecture is shown in

Fig. 6. At first, using the point-to-point similarity computa-
tion (including grammaticality judgment, “looking-up dic-
tionary” and the edit distance computation) [31] among con-
cepts, find the potential basic mappings, including the rela-
tions of equivalence and ““is a characteristic of””. The rela-
tion “is a characteristic of” (e.g., a safety coefficient “is a
characteristic of” safety), generally has striking features on
the grammatical level, which can be viewed from grammat-
icality judgment. The “looking-up dictionary” and the edit
distance computation are used to discover and compute the
similarity relations between concepts. Thereafter, based on
the potential basic mapping, using the algorithm of struc-
tured deduction, infer the possible potential concept map-
ping advice of the relations of equivalence, inheritance, “is
a characteristic of”’, “is a part of”’, and relevance.

Using mature and traditional computing methods, the dis-
covery algorithm of basic relations mapping will not be de-
scribed in detail in the article. The discoveries of the four
mapping relations of inheritance, “is a characteristic of”, “is
a part of” and relevance are largely triggered by the discov-
ery of the equivalence relation. In the following sections, the
algorithm using structured deduction, based on potential ba-
sic mapping, will be emphasized.

3.2 Mapping discovery algorithm based on structured
deduction

In contrast to similarity relations, relations of partial order
should consider the attenuation effect in mapping transfer.
This research includes four kinds of partial order relations:
inheritance, “is a characteristic of”, “is a part of”’, and rele-
vance. In data structure, all kinds of classifications and the-
sauri are tree structures. The transfer toward the tree root is
called upward transfer and the transfer away from the tree
root is called downward transfer.

3.2.1 Situation of upward transfer

In the tree data structure composed of knowledge concepts,
the concept nodes show an increase of attributes from top to
bottom; that is to say, knowledge concepts show shrinkage
of coverage layer by layer. Conversely, if the attributes de-
crease, the coverage will expand layer by layer. Therefore,
the axiom can be summarized as:

Axiom 1 In the tree knowledge organization system, map-
pings of similarity relations or of other partial ordering re-
lations show no decay in the upward transfer. Namely, the
transfer decay coefficient is 1 on each step.

However, a special case could occur in the upward trans-
fer. Inconsistent results can occur transferring concepts from

@ Springer
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Fig. 6 The architecture of
concept mapping discovery
algorithm
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brother nodes to their same father node, when there is a
probability that multiple brother nodes are equivalent to a
heterogeneous concept, because the source node of this kind
of transfer is not unique. In this case, to make it easier, the
maximum of the computed value could be considered.

@ Springer

3.2.2 Situation of downward transfer

In the tree knowledge organization system, semantic rela-
tions of a partial order show a decrease in the downward
transfer; however, different partial ordering relations have
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Fig. 7 The example of mapping discovery algorithm based on struc-
tured deduction

the same algorithm structures and principals. Thus, this arti-
cle takes the potential probability computation of “is a char-
acteristic of” relation, for example, which can be seen in
Formula (1)

R

1 L
SabF = o
¢ ; Am+1 + Bnt1 — A1 N By ¢

ey

L, Ly
X o ok (xR Ifr

R=12,..., Am+l + Bm+l - Am+lle+1

In Formula (1), S,,r is the probability computed after
the transfer of the “is a characteristic of” relation. And
ac,ar,op, and ag are transfer decay coefficients between
some two concept nodes that connected directly with the
four relations of “is a characteristic of”, inheritance, “is a
part of”, and relevance, respectively. L1, L», L3, and L4 are
the number of times that the relations of “is a characteristic
of”, inheritance, “is a part of”, and relevance appear. f; is
the similarity of the rth attribute between the two concepts.
Am+1 and B,41 are the number of attributes belonging to
concept A and concept B. A,,+1 N B4 is the number of
the attributes of same type in concept A and concept B.

If only attributes of English names are compared in con-
cept nodes, Formula (1) can be simplified as the follows,
into Formula (2).

Sapr =g a ap gt fn @)
Generally, in the same STKOSs, the probability that some
semantic relation appears is evenly distributed, namely, in-
dependent of the sample size. Assuming the decay coeffi-
cients ac, oy, @, and ar should be relevant to the average
value P of P4 and Pg, which are the proportions that the
corresponding semantic relations account for all relations,
respectively, in two classifications (also a classification and
a thesaurus or two thesauri), and relevant to the probability
of equivalence S between the transfer’s original two nodes.
Moreover, the decay coefficients «c, oy, ¢ p, and ovg must
have some constraints: First, ac, a7, ap, and ag must be

monotone functions. Then, if S equals 0, «c, o, ap, and
ar must be 0 and if S equals 1, ac, a7, ap, and ag must
be 1. Finally, the range of § is from O to 1. Therefore,

the calculation functions of ¢, a;, «p and ap are defined
(P-H)S

P+S ’
Pc, Py, Pp, and Pg, respectively. The final formula, For-

mula (3), can be obtained by combining ¢, oy, ¢p, and ag.

as a =

with ac, oy, ap, and ag corresponding to

¢ _[(F+1>S]Ll[(ﬁl+1)srz
T Th+s Pi+S
[(Pp+1)ST*[(PC+1)S]L4f
Pp+S Pc+ S EN 3)
¢ :[(Pc+1>S}L'[<P1+1>S]L2
abF Pc+S P +S
[(Pp+1>S}L*[<Pc+1)S]
Pp+S Pc+ S

The algorithm example is shown in Fig. 7.

In the example, there are two knowledge organization
systems, a thesaurus M and a classification N. While the
probability that concept M2 in thesaurus M is equivalent to
the concept N3 in classification N is already known, as the
relation between M2 and M5 is the relation of “is a char-
acteristic of”’, the probability that the relation between M5
and N3 is “is a characteristic of”” can be calculated by trans-
fer. In Fig. 7, the numbers of M’s relations and N’s relations
are both four, among which the number of the “is a char-
acteristic of” relation is 1. So Pj; and Py are both 0.25,
with P computed at 0.25. In Formula (3), the fry is S,
namely 0.4, and L; is 1. Introducing the values obtained
above to Formula (3), then the probability S, F that the re-
lation between M5 and N3 is “is a characteristic of”” can be
computed at 0.308.

4 Empirical results

e Experimental data:

The HSTKOS includes Petroleum Thesaurus (PT), IPC1
and UDC2. The data is chosen from the concepts of the
petroleum-related area. The number of concepts used in the
experiment extracted from PT is 1,500. In addition, 900 con-
cepts possibly related to petroleum are extracted from UPC
and 700 from UDC.

e Experimental content:

Based on the chosen experimental data, the data from PT,
IPC, and UDC are described by CDM. In CDM, every two
concepts are computed by the concept mapping discovery
algorithm put forward in this article.

e Experimental output:

@ Springer
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Table 1 The results of the mapping relations found and verified artificially

Sources Total E-R I-R R-R IACO-R
PT&IPC P 231 161 42 28 0

A% \ 11 17 26 \
PT&UDC P 238 105 112 21 0

v \ 7 37 19 \
IPC&UDC P 161 29 97 28 7

v \ 7 16 23 2

P is the number of potential mapping relations found and V is the number of mapping relations that are verified artificially. PT&IPC is the number
of the mapping relations found between the Petroleum Thesaurus and IPC. PT&UDC is the number of the mapping relations found between the
Petroleum Thesaurus and UDC. IPC&UDC is the number of the mapping relations found between IPC and UDC. E-R is equivalence relation. I-R
is inheritance relation. R-R is relevance relation. IACO-R is “is a characteristic of”” relation

For the HSTKOS mentioned in Sect. 3, the potential con-
cept mapping pairs of five kinds of relations of equivalence,
inheritance, “is a characteristic of”, “is a part of”” and rele-
vance, and their probabilities are listed. Please see Table 1
for detail.

e Experimental results:

— A total of 231 potential mapping relations are found
between PT and IPC and 54 of them are verified arti-
ficially. The precision is 23.38 %. The number of the
potential equivalence relations is 161 and the number
verified artificially is 11. The number of the potential
inheritance relations is 42 and the number verified ar-
tificially is 17. The number of the potential relevance
relations is 28 and the number verified artificially is 26.

— A total of 238 potential mapping relations are found
between PT and UDC and 63 of them are verified ar-
tificially. The precision is 26.47 %. The number of the
potential equivalence relations is 105 and the number
verified artificially is 7. The number of the potential
inheritance relations is 112 and the number verified ar-
tificially is 37. The number of the potential relevance
relations is 21 and the number verified artificially is 19.

— A total of 161 potential mapping relations are found
between IPC and UDC and 48 of them are verified ar-
tificially. The precision is 29.81 %. The number of the
potential equivalence relations is 161 and the number
verified artificially is 29. The number of the potential
inheritance relations is 97 and the number verified ar-
tificially is 16. The number of the potential relevance
relations is 28 and the number verified artificially is 23.
The number of the potential “is a characteristic of” re-
lations is 7 and the number verified artificially is 2.

— In various HSTKOSs, it is rather difficult to simultane-
ously discover potential semantic mappings by com-
puter. Overall, the precision of the algorithm is not
high, but the algorithm already has preliminary prac-
tical value.

@ Springer

5 Conclusion, deficiency, and prospect

e Conclusion:

The HSTKOS CDM, which is put forward and established
in this article, projects HSTKOS in the same concept space
without losing information, making computer-aided discov-
ery possible between various HSTKOSs.

In the mapping discovery algorithm, the algorithm to dis-
cover the relations of inheritance, “is a characteristic of”, “is
a part of” relevance and other partial ordering semantic rela-
tions are put forward and designed through mapping trans-
fer, providing a new research thought for the computer-aided
discovery of the defined semantic relations. The experimen-
tal results indicate that the algorithm has practical value.

e Deficiency and prospect:

With the algorithm experiment completed between the IPC
and UDC thesauri the potential semantic mapping of the “is
a part of” relation is not found in the experimental results,
and the percent of the effective mapping is not high, espe-
cially for the relations of inheritance, “is a characteristic of”
and “is a part of”. The circumstance shows that the semantic
relation of “is a part of” defined in CDM does not exist in the
IPC and UDC thesauri, which is related to the structures of
the three knowledge organization systems. The accuracy of
the projection from HSTKOS to CDM should be improved.
To be more reasonable and efficient in future studies, the
design of CDM must be further analyzed and optimized.

In the process of mapping discovery based on structured
deduction, the computation of the transfer decay coefficient,
oriented to different specified semantic relations, will be a
key task in further study.
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